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Figure 2: Framework of our PolyVivid: the text prompt and reference image are fused by the VLLM-
based text-image fusion module. Then, a 3D RoPE-based identity-interaction enhancement module is
employed to enhance the text-image interaction. The enhanced image tokens are injected by an MM
cross-attention module, which helps preserve the identities while ensuring good subject interaction.
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Figure 3: Comparison of the condition injection strategies for MM-DiT.
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