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(a) Long-context MMDIT Block (b) Interleaved 3D RoPE Coordinates
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Figure 3. Architecture Designs. (a) Long-context MMDIT block. We expand the attention operation to all text and video tokens within
a scene, and apply independent noise levels to individual shots. The interleaved 3D RoPE assigns distinct coordinates for each shot. (b)
Interleaved 3D RoPE coordinates. At shot-level, text tokens precede video tokens along the space diagonal. At scene-level, tokens are
arranged shot by shot, forming an interleaved “[text ] - [video] - [text]-...” pattern along the space diagonal.
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Figure 4. Inference Modes. (a) Bidirectional model en-
ables (a.1) joint or (a.2) visual-conditioned generation, while
(b) context-causal model supports auto-regressive generation.
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